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Abstract

This document summarizes the results of a first Proof of Concept and
performance testing of an environment running IBM i with an IBM
FlashSystem attached to an IBM Storwize V7000.

The goals were:
= To demonstrate the simplicity of the setup

= To validate if IBM FlashSystems could help improving performance on an IBM
| environment, and

= To use performance data with existing tools such as the IBM i SSD Analyzer
Tool or iDoctor to help you predict what kind of workloads or jobs would
benefit the most from IBM Flash technology.

© 2013 IBM Corporation ‘i La



Agenda

= Quick Introduction to IBM FlashSystems - The Theory

= Current Official Support Status of IBM FlashSystems with IBM |
= Proof of Concept configuration setup

= Tests performed
= Impact on the workloads — The Practice
= Conclusions
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What our clients struggle with...
In the last 10 years:

= CPU speed: increased roughly 8-10x
= DRAM speed: increased roughly 7-9x
= Network speed: increased roughly 100x
= Bus speed: increased roughly 20X

= Storage speed: increased only 1.2x... until now!

All parts of the infrastructure improve when storage improves !
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What Makes the IBM FlashSystems a Better SSD?

Microseconds, not Milliseconds...

Database: Logs (redo/undo)
Tables ~ Represent about 80% of disk or I/O activity,
Temp files but only about 2-5% of all their data.
Indexes Shared Storage vs. Server dedicated

Tiering Storage According to Use/Speed

Flash System RAID Cache SSD RAID Tape
60/1000’s of a milliseconds ~1 millisecond 1-2 milliseconds 5-15 milliseconds
(60 MICROseconds)

Seconds — minutes
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/0O with disk

1. Issue I/O request (~100 us)
2. Wait for I/O to be serviced (~ 5,000 us)
3. Process I/0O (~100 us)

« Time to process 1 I/0O request =100 #s + 5,000 ys + 100 s =5,200 us

« CPU utilization = Wait time / Processing time = 200 / 5,200 = ~4%

Processing

CPU state

Waiting

~100ps

~5000 ps

~100pus

N

Time

11/0 request

—_—
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/0 with flash

1. Issue I/O request

(~100 us)

2. Wait for I/O to be serviced (~ 200 us)

3. Process I/0

(~100 us)

Time to process 1 /0O request =100 s +200 us + 100 us =400 us

» CPU utilization = Wait time / Processing time = 200 / 400 = ~50%

Processing

CPU state

Waiting

~100pus

~100ps

| ~200 ps

Speed application response
up to 12X by only changing
storage latency!

Time

<« 11/Orequest —>
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IBM FlashSystems - Service Time per I/O Rate

Service Time (ms)

I/0O Rate (I/Os per second)

‘—O—Traditional HDD system —— Traditional HDD system with SSD =& IBM FlashSystems ‘

(*) This is a theoretical example for illustration purposes only, results will vary
depending on configurations and workloads.
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IBM FlashSystems

710/810 720/820
SLC (710)/ eMLC (610) TN KNI SLO (720)/oMLG (820

Flash 710 1234,5 45-149K Flash
100/25 us R/W Latency =~ e 246810 MO 45MKS 44405 s RW Latency
720 5or 10 SLC 174-325K
1-50or 2-10 TB 820 100r20  eMLC 174-324K 5,10, or 20 TB w/HA
(6/12/24 TB non-HA)
450K/400K IOPS (4K i
used 10r tnis Fo
o/4 GBIs 5/4 GB/s
1U rackmount, 1 ;
4x 8Gb FC ports, 1U rackmount,
4x 40Gb QDR InfiniBand 710 | 720 4x 8Gb FG ports,
8 4x 40Gb QDR InfiniBand
£
: : =
List Price Range (NA) S 810 820 List Price Range (NA)
$49K- $149K ‘ $174K- $324K
Availability

v
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IBM i POWER External Storage Support Matrix

Last updated August Rack / Tower Systems
6, 2013 Server model IBM i version IBM i attach

Notes

IBM i 6.1 or later is a prerequisite for VIOS vSCSI, VIOS
NPIV, and POWERY systems.

Storage Family POWERS5 |POWER6 |[POWER7 || 5.4 | 6.1 | 7.1 || Direct|Native Jgggl :IS\S/
Native attach means the fibre channel IOA is allocated to
the IBM i LPAR.
V3500 o v v 0| v |V o o v v~ ||NPIV support requires IBM i 7.1 TR6 or later
NPIV support requires IBM i 7.1 TR6 or later
V3700 (W] v v (W] v v v v v v

. NATIVE support requires

Storwize - POWER? or POWER7+ servers

-IBMi 7.1 TR6 plus PTFs MF56600, MF56753,
MF56854 or their supersedes

-and 6.4.1.4 or later SVC/V3700/V7000 firmware.

V7000 (N v v ® v v v v v v

DIRECT attach available for POWERY systems when
sVC Q v v Q| v | v v v v v ||utilizing PCle 4Gb fibre channel adapters (feature
5774 or 5276)

There is no support without SVC or Storwize and
Flash Systems o o o olele o o R o SVC/Storwize firmware level 6.4.1.5 or higher is required.

See support documentation at the URLs listed on the notes

age.

The most current version of this document can be located at one of the following URLSs:

*http://www.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS4563

*https://www-304.ibm.com/partnerworld/wps/serviet/ContentHandler/tech  PRS4563

*http://w3.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS4563
B © 2013 IBM Corporation \‘ ‘A
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Current official status

Susan M. Baker

R s IBM i and Flash Systems - statement on "support”

Aug 19 | Tags: none

At hitp:iiw3-03.ibm.com/supporttechdocs/atamastrnsfiiWeblndex/PRS4563
there is a document which summarizes the IBM storage products and 1BM
i's ability to take advantage of these products.

In shor, for Flash Systems it says SVC or Storwize is a pre-requisite
when you want to use Flash Systems with IEM i. This means all the
support announced in May 2013 can be utilized as well.

« Direct attach (meaning no SAM switch) using 4 Gbps fibre channel adapters

« Mative attach using 4 or 8 Gbps fibre channel adapters

« MNPV (VIOS also required) using 8 or 16 Gbps fibre channel adapters, 10 Gbps FCoE adapters
« WSCSI (IBM i using direct, native, or NPV can host storage for other IBM i LPARSs or VIOS)

Sue
Power ATSS

y .
Rochester, MM Let S teSt It
Log in to reply.

Updated on Aug 19, 2013 at 3:22 PM by Susan M. Baker

now!

Meed to add that as of August 19, 2013, no testing has been performed
with Flash+SVC+BM i using any of the supported configurations.

Sue
Power ATSS
Rochester MM —

https://w3-connections.ibm.com/forums/html/topic?id=bb1e9d49-0829-
4c8c-bf1d-7a89ed4bbc4b
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Configuration setup for this PoC

= [IBMiv7.1 running on a Flex System POWER7 node p260 with 8 cores and
96GB of memory allocated to the logical partition

= VIOS version : v2.2.2.2

= Redundant Flex Chassis FC3171 SAN switches @ 8Gb

= |BM Storwize V7000 with 24x300GB 10krpm SAS HDD in RAID5S

= 10 LUNs (volumes) of 70GB dedicated to the IBM i partition (vSCSI)
= 10 LUNSs created on an IBM FlashSystem 810 equipped with 6 TB

= | used IBM Storwize V7000 Mirrored volumes to redirect all READS
operations to the IB shSystem 810 defined as primary copy

Mirrored volumes

By using volume mirroring, a volume can have two physical copies. Each volume copy can belong to a different storage pool, and each copy has the same wvirtual capacity as the volume. In the
management GUI, an asterisk (*) indicates the primary copy of the mirrored volume. The primary copy indicates the preferred volume for read requests.

When a server writes to a mirrored volume, the system writes the data to both copies. When a server reads a mirrored volume, the system picks one of the copies to read. If one of the mirrored
volume copies is temporarily unavailable; for example, because the storage system that provides the storage pool is unavailable, the volume remains accessible to servers. The system remembers

which areas of the wolume are written and resynchronizes these areas when both copies are available.

You can create a volume with one or two copies, and you can convert a non-mirrored volume into a mirrored volume by adding a copy. When a copy is added in this way, the Storwize® V7000
clustered system synchronizes the new copy so that it is the same as the existing volume. Servers can access the volume during this synchronization process.

You can convert a mirrored volume into a non-mirrored volume by deleting one copy or by splitting one copy to create a new non-mirrored volume.

http://pic.dhe.ibm.com/infocenter/storwize/ic/topic/com.ibm.storwize.v70
00.doc/svc_vdiskmirroring_3r7ceb.html
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Setup — Logical View
rIBMi{ ot

p260
POWER7<
node —~
VIOS
\ Power'

IBM Storwize V7000 <
\.

IBM FlashSystem 810{

VSCSI LUN

Storage Virtualization Layer \\
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FC3171
8Gb SAN

Switches

HW Components overview

p260
POWER7 -
node L

IBM Storwize V7000
"""""

IBM FlashSystem 810
s
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IBM Storwize V7000 Configuration Overview

| mapped the 10 VDisk
mirrored volumes to the

The IBM Storwize
IBM i host (VIOS)

V7000 internal HDDs | created 2 MDisks

1 for HDD & 1 for Flash

o

5 Fibre Channel

<

24 Internal
Drives

1 External
Storage System

== & = i o

37 Volumes

2 MDisks 2 Pools

0 iSCSI Hosts

| created 10 mirrored
Volumes for IBM i :

' ied to 10 vol
PoolPure1 for HDD and COP;T r?s tvo ug}eos
(*) There were other hosts running Flash_pool1 for Flash on Flashoystem

in this setup, that’s why you see
more hosts and volumes.
© 2013 IBM Corporation -
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IBM Storwize V7000 Internal Storage (HDDs

PoolPure1

278.90 GB, SAS
10000 rpm
io_grp0

Online

#3 New Volume IS Actions ¥

= [ ['Statis ———Capacity |
©  Powerlt % Oniine 70.00 GB
0 27890 GB Candidate Oniine 1 7 @ [
_ ) Powerlo J Onine 70.00 GB
1 27390 GB Candidate (%] Online 1 24 [+
: & Powerl2 Online 70.00 GB
2 278.90 GB Candidate 2 oniine 1 22 r__
Powerl3 %4 Online 70.00 GB
& 27390 GB Candidate Online 1 20 -
_ ) Powerld Online 70.00 GB
4 27390 GB Candidate Online 1 21
: ) Powerls [ oniine 70.00 GB
5 278.90 GB Candidate Online 1 18 &
: & Powerlf Online 70.00 GB
6 278.90 GB Candidate Online 1 7 [
T @ Powerl? Online 70.00 GB
7 278.90 GB Candidate Online 1 19 [+
_ ) Powerld Online 70.00 GB
8 278.90 GB Candidate Online 1 15
: ) Powerl® [ oniine 70.00 GB
9 278.90 GB Candidate Online 1 15 &
10 278.90 GB Candidate 2 oniine 1 14
" 27890 GB Candidate Online 1 12
12 278.90 GB Member Online 1 12 \
13 278.90 GB Member Online 1 1
14 278.90 GB Member Online 1 q \
15 278.90 GB Member Onlin 1 10 .
16 27890 GB Member Onlin 1 3 The 10 |BM I LU NS were
17 278.90 GB Member Onlin 1 5 Created on md|3k1
18 278.90 GB Member [® onin 1 7
19 278.90 GB Member [ oniin 1 g (1 2 phyS|Ca| 300 GB SAS
20 27390 GE Member Onlin 1 4 . i
21 278.90 GB Member [ onine 1 3 d|SkS) and set Into
n 27390 GE Member Online 1 2 POOlPure1
3 27390 GE Member Online 1 1 )
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IBM Storwize V7000 External Storage —
IBM FlashSystem 810

PureV7000 > Pools > External Storage «

Storage System Filter

controllerD
IBM
FlashSystem

iZ Actions ¥

controller0

Online
IBM FlashSystem
140dea0000

[hran
VWY,

7 Detect MDisks IS Actions «

Storaae Pool

Flash_disk1 Online 1.00 TB Managed 0000000000000000
10 mirrored LUNs were created on the Flash_disk1 MDisk

Online
1 MDisk, 10 Volume copies

Easy Tier Inactive

¥3 New volume | IS Actions

‘Name Status Capacity Compression Savings ijin] Host Mappings
= Powerlt 2 oniine 70.00 GB 60050768028200C34C00000000000009  Yes i
Copy 0 Online 70.00 GB 60050768022200C34C00000000000009  Yes K
Copy 1* Online 70.00 GB 60050763028200C34C00000000000008  Yes i
& Powerl0 D‘? Online 70.00 GB 60050768028200C34C00000000000012  Yes i
& Powerl2 [ oniine 70.00 GB 60050768028200C34C0000000000000A  Yes i
& Powerl3 2 oniine 70.00 GB 60050768028200C34C00000000000008  Yes i
& Powerl4 Online 70.00 GB 60050768028200C34C0000000000000C  Yes i
& Powerls Online 70.00 GB 60050768028200C34C00000000000000  Yes i
& Powerl Online 70.00 GB 60050768028200C34C0000000000000E  Yes i
& Powerl? Online 70.00 GB 60050768028200C34C0000000000000F  Yes i
& Powerld Online 70.00 GB 60050768028200C34C00000000000010  Yes i
& Powerld Online 70.00 GB 60050768028200C34C00000000000011  Yes i
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VDisk mwrmgetup

IBM Storwize V7000

PureV7000 > Volumes > Volumes by Host =

Host Filter L8
Node4_VIOS
Node3_KVM
2 ports 2 ports

Host Type: Generic

Node2_vmware_1... K
4 ports
ﬁ MNew Volume = Actions ¥

Noded4 VIOS a Hame Status ' Capacity Compression Savings | Storage Pool

2 ports Boot_AIX_VIOS Onling g 60.00 GB 38.54% (1.60 GB) PoolPure 60050768028200C34C00000000000003
| Online g 30.00 GB 70.61% (1.19GB) PoolPure1 B0050768028200C34C00000000000013

Boot_Fedora_PPC

GuidoHost demo Brunswick | Online &4 1B} PoolPure1 60050768028200C34C00000000000010
1 port
g % Cnline g 300.00 GB 33.65% (2.72 GB) PoolPurel Q0000000000020
i | Online 70.00 GB PoolPure1 60050768028200C34C00000000000T0
L node5_local_ = _
2 ports d Online 70.00 GB Flash_pool1 00000000000009

ﬁ Make Primary

r ]
ﬁﬁﬁé’sﬁmﬂﬁs

¢ Online 70.00 GB PoolPure1
@ sedeitmvwae ... B 70.00 GB (@ split into Ney 00000000000012
0 2 ports - Copy 0 | Online 70.00 GB Flash_pool1 5 validate Volume Copies  |C00000000000012
L&l Copy 1* 7| Online PoolPure1 % Delete this Copy 0000000000012
node5_KVM_IFM .- ) poweri2 ] Online PoolPuret ; 2C00000000000004
E!E R ] onij 70.00 GB Flash_pool1 60050768028200C34C00000000000004
70.00 GB PoolPure1 60050768028200C34C00000000000004
l’ Q 70.00 GB PoolPure1 60050768028200C34C00000000000008
— 70.00 GB Flash_pool1 60050768028200C34C00000000000006
&- F h f ; I | V D . k 70.00 GB PoolPure1 60050768028200C34C00000000000006
. O r t e I rSt te StS r u n S b a et IS S 70.00 GB PoolPure1 60050768028200C34C0000000000000C
-@? t th - o ~ .th 70.00 GB Flash_pool1 60050768028200C34C0000000000000C
We re Se WI p rl m ary CO py On : e 70.00 GB PoolPure1 60050768028200C34C0000000000000C
H D D L U N S (fr O m P O O | P u r e 1 ) Iniine 70.00 GB PoolPure1 BO050768023200C34C00000000000000
> 1 70.00 GB Flash_pool1 60050768028200C34C0000000000000D
T h en f or t h e se C O n d ru n S t hey 70.00 GB PoolPure1 60050768028200C34C00000000000000
: ’ [ 70.00 GB PoolPure1 600507658025200C34C0000000000000E
We re S et O n F | a S h Syste m L U N S 70.00 GB Flash_pool1 60050768028200C34C0000000000000E
: = 70.00 GB PoolPure1 60050768028200C34C0000000000000E
(f rO m F I aS h pOO | 1 ) i n O r d e r to it 70.00 GB PoolPure1 60050763028200C34C0000000000000F
— L 70.00 GB Flash_pool1 60050765025200C34C0000000000000F
CO m p a re re S u It S . ; [ - 70.00 GB PoolPure1 60050768025200C34C0000000000000F
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Comparing IBM Storwize V7000 internal SAS
HDDs with IBM FlashSystem 810

Tests performed and testing procedures



Tests descriptions

21

Test 1 : A complete power down restart cycle of IBM i — self explaining, a
good mix of CPU, memory, read and write 10s.

Test 2 : The goal was to test streaming |Os (large block size). | used a
backup to a SAVF of a library containing 5 large files for a total of 13GB (2,6
GB average file size).

Test 3 : Here, the objective was to test an analytic query like workload
performing a lot of random reads. In order to do this | used the GO
DISKTASKS option 1. It submits a job that collects information about the disk
space, this function captures information on all inactive objects.

- http://www-912.ibm.com/s_dir/slkbase.NSF/0/16c246792830c6b186256a5b005dcec8?0OpenDocument

Test 4 : This time, the goal was to test a large set of relatively small file sizes,
so less streaming when compared with Test 2. | used a backup to a SAVF of
a large IFS directory (/QIBM) containing a mix of 190.713 files of
miscellaneous sizes for a total of 18 GB (99KB average file size).

© 2013 IBM Corporation ‘ ‘ L



Tests descriptions(2)

Testing procedure :

After an IPL, | performed in sequence Test 2, Test 4, Test 3, then | issued a
PWRDWNSYS RESTART(*YES) for TEST 1 and cycled the tests sequence

What was measured / compared ?

- Elapsed time
- 10/sec
- Response time

What scenarios were tested ?
1. The baseline, using V7000 HDD LUNSs (primary/preferred LUN on HDD)

2. Then, setting the primary (preferred LUN) for each VDisk to the FlashSystem LUNSs. This in
order to redirect all READS operations to Flash memory only while WRITES operations remain
in sync on both copies.

3. The impact of Real Time Compression (RTC)
4. The impact of disabling the IBM Storwize V7000 cache
5. Splitting the VDisk mirror link to use the IBM FlashSystem only (with V7000 cache disabled or

enabled)
© 2013 IBM Corporation ‘i L
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| took some screenshots during the runs...

©20131BM C ti
Q&QA
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TEST3 (GO DISKTASKS) with HDD as primary...

DISKTASKS Disk Space Tasks

To select one of the following. type its number

7\

Request Read Read MWrite
Size (K) Rgs (K) (K)
.8 63.
85.
90.
86.
90.
84.
78,
76.
84.
88.

1. Collect disk space information

=
=

[N
-+

~a
-
o
=Y

O WO~ U W R
(5 I SR, RS SN S I N
L RN I W R EEN RN . )
200 W b 00 O WD~
B Ul == RN W
O W I O LD €O L W
I - BE N EE N RN RN RN R
e B I S - TN
S S S S SN S N S
(LS IS IS S IS IS S S S

e

Job 066182/QSECOFR/QEZDKSPDT started on 28408/13/at 17:25:44\in subsystem
Job 066182/QSECOFR/QEZDMSPDT ended on 22/08/13 m&17:39:47; 5.634 seconds

Small block size, typical of rando activity. Around 120 I/Os
per second per disk unit, Yy READS. The elapsed time of this

run was around 15 min:
24 © 2013 IBM Corporation ‘ ‘ La
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...TEST3 (GO DISKTASKS) with Flash as primary ~—

DISKTASKS Disk Space Tasks

To select one of the following. type its number

1. Collect disk space information

Elapsed time: 00.:00:06

Size % I/0% Request Read Read MWrite
Type (M) Used Rgs \Size (K) Rgs (k) (K]
6B22 66810 23.1 536. 2 377,
6B22 66810 23.0 769. 567.
6B22 668106 23.1 828. 609.
6B22 66816 23.11 810. 588.
6B22 66816 23.1 739. 560.
6B22 66810 23.1 752. 574.
6B22 66810 23.0 995. 585.
6B22 66816 23.\ 738. 552.
6B22 668106 23.1 757. 542.
6B22 668160 23.1\ 831. 595.

|
=

=
—+

—
(s3]
-
o=
o

O W ~®UEWR -
H R NGO U0
OO R D ®
UoUoWUuioo-d
AR R B 7. S -V
e I S W R T
I EENEEN RN RN RN EEN RN
LU R = R = R W I
S SO S U O S N S
(NN T

[a—y

\_/

Job 065523/QSECOFR/QEZDKSPDT started on\22/08/13 At 16:34:52 §n subsystem QSY

Job 065523/QSECOFR/QEZDKSPDT ended on 22/B8/13 at\ 16:37:17, 54562 seconds use

It looks already promising! Now around 800 I/Os\per second per
disk unit. Elapsed time went down to 2 min 25 sec.

© 2013 IBM Corporation ‘é L



TEST4 (IFS to SAVF) — HDD as primary

Elapsed time: 00:00:10

Size % Request Read Read Write %
Type (M) Used Size (K) Rgs (K) (K] Busy
6B22 66810 25. 48. 8 100. 39. B1. 63
6B22 66810 25. 46. 98. 43. 49, 83
6B22 66810 25. 49, 100. 42. 57. 75
6B22 66810 25. 51. 93. 41. 65. 65
6B22 66810  25. 48. 99. 44, 53. 78
6B22 66810 25. 48. 96. 40. 59. 74
6B22 66810 25. 48. 98. 39. 62. 68
6B22 66810 25. a7, 96. 40, 55. 72
6B22 66810 - 25. 49. 97. 42. 57. 71
6B22 66810 25. 48, 7. 1. 58. 70

.

el

As we can observe, a save operation has a relatively large block
size. This is what is called streaming. A good mix or READS and
WRITES, which sounds logical since we are reading from and

saving to disks.
N © 2013 IBM Corporation ‘é L
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Results — V7000 HDD vs FlashSystem

Test# Testdescription

IBM Storwize V7000 HDDs

Test1 PWRDWNSYS RESTART Start End
Test 1 Run 1 16:37:28 16:46:04
Test 1 Run2 17:31:29 17:39:38
Test 1 Run 3 18:20:59 18:29:00

Average of 3 runs for Test 1

Test2 Library large files save 13GB

Test 2 Run 1 15:44:21 15:46:17
Test 2 Run2 16:22:38 16:24:36
Test 2 Run 3 16:49:52 16:51:41

Average of 3 runs for Test 2

Test3 GO DISKTASKS - opt1 *current

Test 3 Run 1 19':57:19 16:14:37
Test 3Run 2 049 17:30:11
Test 3 Run 3 8:18:42
Average of 3 runs foiz. 2 —— T

Test4 IFS file size mix save 18
Test 4 Run 1

T 29 14:50:58

A

Test 4 Run 2 ® gﬂ 17:56:25
Test 4 Run 3 \ 16:53:34 0
Average of 3 runs for 7% i a h 1!!

T

Elapsed
00:08:36
00:08:09
00:08:01
00:08:15

00:01:56
00:01:58
00:01:49
00:01:54

00:17:18
00:20:22
00:19:54
00:19:11

00:12:24
00:12:40
00:13:27
00:12:50

IBM FlashSystem810

Improvement

Start End
210155 21:09:11
19:11:23 19:18:34
20:21:39 20:28:23

Average

11:56:29 11:57:49

18:58:33 18:5947

20:45:57 20:47:09
Average

11:59:03 12:00:53

20:56:36 20:58:53

20:16:09 20:18:07
Average

20:48:40 20:5148

19:01:12 19:04:20

19:23:41 19:26:51
Average

Elap sed
00:07:16
00:07:11
00:06:44
00:07:04

00:01:20
00:01:14
00:01:12
00:01:15

00:01:50
00:02:17
00:01:58
00:02:02

00:03:08
00:03:08
00:03:10
00:03:09

117%

152%

946%

408%

| compared the results obtained with the V7000 VDisk mirror set to use HDD
volumes as primary copy versus FlashSystem volumes defined as primary
(preferred) copy. This in order to redirect all READS operation to FlashSystem.
| performed 3 runs for all 4 tests and | took the average value.

© 2013 IBM Corporation ‘
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Chart

20:00
19:00
18:00
17:00
16:00
15:00
14:00
13:00
12:00
11:00
10:00
09:00
08:00
07:00 1
06:00
05:00 -
04:00 -
03:00 -
02:00
01:00 -
00:00

IBMi on IBM FlashSystem

ElV7000 HDD 10k
EFlash System 810

Elapsed Time (MM:SS)

Lower is better

PWRDWNSYS RESTART Library large files save 13GB GO DISKTASKS - opt1 *current IFS file size mix save 18GB

Test Scenarios

28 © 2013 IBM Corporation ‘
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Additional scenarios tested

= |n order to compare the impact, | also performed several runs with the
following IBM Storwize V7000 features :
Real Time Compression (RTC) active on the V7000 HDD VDisk mirror volumes.

Disabling the V7000 cache (IBM FlashSystem memory is supposed to have a lower latency

than cache memory).

© 2013 IBM Corporation \‘é‘ A
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Comparing the different results

Preferred
primary on
HDDs

RTC OFF

Preferred
primary on
Flash

RTC OFF

Preferred
primary on
HDDs

RTC ON

Preferred
primary on
Flash

RTC ON

Preferred
primary on
Flash

RTC ON and
CACHE OFF

Flash
System only
with

CACHE OFF

System only
with

CACHE ON

VDisk mirroring with preferred
copy on HDD vs preferred copy
on IBM FlashSystem

VDisk mirror with Flash
as primary is close to
“Flash only” performance
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Chart - all figures

All results compared

20:00
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16:00
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@
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g -
m [Preferred primary on Flash RTC ON and
g 08:00 CACHE OFF
= Flash System only with CACHE OFF
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04:00

02:00

Lower is better
00:00
PWRDWNSYS SAVLIB to SAVF GO DISKTASKS  IFS file size mix save
RESTART(*YES) 13GB OPTION 1 18GB
Scenatios
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Conclusions

As expected, IBM FlashSystem is always boosting performance :

- Modest improvement for a complete shutdown — restart cycle (1,17x)

- Good improvement for save operations (1,5x in streaming), especially with IFS
large number of small files (4x)

- Impressive improvement for analytics and queries like workload (up to 10x)
- The save tests were certainly slowed down by the synchronous writes to HDD
With Real Time Compression turned on :
- The addition of a VDisk mirror on IBM FlashSystems is improving DB performance
compared to HDD only

- But please, notice that the activation of RTC is in general negatively affecting the
performance compared to the run without RTC (except for the shutdown-restart of
the system where RTC seems to have a positive impact)

With the IBM Storwize V7000 cache de-activated :

- The runtime of the FlashSystem was also slightly better, this confirms the very low
latency of Flash memory compared to cache memory

The main conclusion to draw here is :

- The use IBM FlashSystems as VDisk mirrors of existing HDD LUNs performs
really close to a “dedicated IBM FlashSystems” performance, benefiting from the
best of both worlds : the very low latency of IBM FlashSystems and the
functionalities and flexibility of the IBM Storwize V7000
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Remarks

= |n the tests | ran, a “dedicated IBM FlashSystems” means an IBM FlashSytem
virtualized by an IBM Storwize V7000.

= According to the interoperability matrix, native direct attached |IBM
FlashSystems (without an IBM Storwize V7000 or SAN Volume Controller) is
not supported by IBM i at the time being. As such, | could not test it and could
not demonstrate if IBM FlashSystems would possibly perform better than in a

virtualized configuration.

= | used only 1TB out of the available 6TB Flash memory on the IBM
FlashSystem 810. Our Advanced Technical Support specialists told me that
by using more than 50% of the usable IBM FlashSystems capacity, the write
performance could possibly deteriorate as it would leave less free cells
available for garbage collection.

© 2013 IBM Corporation ‘ ‘ L
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Host performance data views using the SSD

Analyzer Tool
http://www-03.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS3780

The IBM i SSD Analyzer Tool is designed to help you determine if
SSDs could help improve performance on your system(s). The tool
works with the performance data that is collected on your system by

collection services.
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SSD analysis tool — QEZDKSPDT job on HDD first =

SSD analysis overview
Collectio

System
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SSD analysis tool (2) — then on FlashSystem

SSD analysis overview

Collection System Time
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Host performance data views using iDoctor
https://www-912.ibm.com/i_dir/idoctor.nsf

IBM iDoctor for IBM i is a suite of performance tools that can be used
by the performance expert or novice to collect, investigate and
analyze performance data on System i. The tools are used to
monitor overall system health at a high "overview" level or to drill
down to the performance details within job(s), disk unit(s) and/or
programs over data collected during performance situations.
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QEZDKSPDT job on HDD...
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Thread wait time signature for QEZDKSPDT / QSECOFR / 069541: 00000002

H-axis (Labelz)
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...and QEZDKSPDT job on IBM FlashSystem
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QEZDKSPDT job on HDD...

Total I/Os (thousands)
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Physical disk I/O totals for Thread QEZDKSPDT / QSECOFR / 069541: 00000002
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...and QEZDKSPDT job on IBM FlashSystem
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Physical disk /O totals for Job QEZDKSPDT / QSECOFR / 064768

Same workload, but now
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1 min interval
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X-axis (Labels)
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I/Os per second

QEZDKSPDT job on HDD...
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1/0 rates and average sizes for Disk type 6B22
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[22] 17:08:00.000

[23] 17:09:00.000

[24] 17:10:00.000

[25] 17:11:00.000

[26] 17:12:00.000

[27] 17:13:00.000

~ 800 I/Os per second
Average response time : 5,7 msec

Partition collected on: IFLEX

[Interval] - end time (Collected interval size): [33] 17:19:00.000
Interval mumber: 33

Reads per second: 507.1500
| Average response time (ms): 3.7711
| Average service time (ms): 5.7711

| Average read size (kilobytes): 7.4853
Average write size (kilobytes): 4.9483
ASP number: 1

[28] 17:14:00.000
[29] 17:15:00.000
[30] 17:16:00.000
[31] 17:17:00.000
[32] 17:18:00.000
[33] 17:19:00.000
[34] 17:20:00.000
[35] 17:21:00.000
[36] 17:22:00.000
[37] 17:23:00.000
[38] 17:24:00.000
[39] 17:25:00.000
[40] 17:26:00.000
[41] 17:27:00.000
[42] 17:28:00.000
[43] 17:29:00.000
[44] 17:30:00.000

[Interval] - end time (Collected interval size)
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[45] 17:31:00.000
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[Interval] - end time (Collected interval size)

Primary Y-axis (Bars)

Writes per second

Reads per second

Sacondary Y-axis (Lines)
Average response time (ms)
Average service time (ms)
Average read size (kilobytes)
Average write size (kilobytes)
Flyover Fields

ASP number

Available Fizlds

Collection name

[Interval] - timestamp

Tnterval mumber

Minimum interval timestamp

Maximum interval timestamp

Interval delta time (microseconds)

Interval delta time (seconds)

Average wait time (ms)

Percent disk busy

T'Os per second

Total reads (megabytes)

Total writes (megabytes)

Total drive capacity (gigabytes)

Total I'Os per second (megabytes)

Reads per second (megabytes)

Writes per second (megabytes)

Percent disk full

Total I'Os (thousands)

Writes (thousands)

Reads (thousands)

(1O times <= 1 ms) Total L'Os

(/0 times >1 - 16 ms) Total ['0s

(/O times >16 - 64 ms) Total I'0s

(L0 times >64 - 256 ms) Total I'Os

(/O times >256 - 1024 ms) Total VOs

(10 times >1024 ms) Total I'0s

(10 times <= 1 ms) I'Os per szcond

(1O times >1 - 16 ms) T'Os per second

(O times >16 - 64 me) I'Os per second

(1O times >64 - 256 me) V'Os per second
(1O times >256 - 1024 ms) T'Os per second
(/O times >256 - 1024 ms) TOs per second
('O times <= 1 ms) Average response time
(VO times >1 - 16 ms) Average response time
(IO times >16 - 64 ms) Average response tim
(/O times >64 - 236 ms) Average response tit
(VO times >256 - 1024 ms) Average response
(10 times >1024 ms) Average response time
(10 times <= 1 ms) Average service response
(O times >1 - 16 ms) Average service respon
(10 times >16 - 64 ms) Average service respe




...and QEZDKSPDT job on IBM FlashSystem

~ 8500 I/Os per second
Average response time : 0,7 msec (or 700 psec)

I/0 rates and average sizes for Disk type 6B22

8500
8000 —‘
7500 System: 9.36.188.5: Collection: Q233151636
Partition collected on: IFLEX
7000
1 [Interval] - end time (Collected interval size): [8] 13:24:00.000
6500 Interval mumber: §
Reads per second: 54017500
A time (ms): 7447
'g 6000 A:-x::zﬁs;m(m;s.m? b
Average read size (kilobytes): 6.3300
8 5500 q:m: ;-nte!:;e (kgnbyet:s)' 15454
$5000 ASP number: 1
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[Interval] - end time (Collected interval size)
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[Interval] - end time (Collected interval size)

Primary Y-axis (Bars)

Writes per second

Reads per second

Secondary Y-axis (Lines)
Average response time (ms)
Average service time (ms)
Average read size (kilobytes)
Average write size (kilobytes)
Flyover Fields

ASP number

Axailable Fields

Collection name

[Interval] - timestamp

Interval number

Minimum interval timestamp

Naximum interval timestamp

Interval delta time (microseconds)

Interval delta time (seconds)

Average wait time (ms)

Percent disk busy

L0s per second

Total reads (megabytes)

Total writes (megabytes)

Total drive capacity (gigabytes)

Total V'Os per second (megabytes)

Reads per second (megabytes)

Writes per second (megabytes)

Percent disk full

Total I'Os (thousands)

Writes (thousands)

Reads (thousands)

(IO times <= 1 ms) Total 'Oz

(IO times >1 - 16 ms) Total I'Q=

(T'O times >16 - 64 ms) Total IOs

(IO times >64 - 256 ms) Total I'Os

(IO times »236 - 1024 ms) Total I'0s

(T'O times 1024 ms) Total I0s

(10 times <= 1 ms) 0s per second

(IO times >1 - 16 ms) I'Os per second

(IO times >16 - 64 ms) I'Os per second
(IO times >64 - 256 ms) I'Os per second
(10 times 256 - 1024 ms) T0s per second
(IO times >236 - 1024 ms) V0= per second
(T'O times <= 1 ms) Average response time
(IO times >1 - 16 ms) Average response time
(IO times >16 - 64 ms) Average response tim
(T'O times >64 - 256 ms) Average response tit
(T'O times >256 - 1024 ms) Average response
(IO times >1024 ms) Average response time
(T'O times <= 1 ms) Average service response
(T'O times >1 - 16 ms) Average service respor
(IO times >16 - 64 ms) Average service respc
(IO times >64 - 256 ms) Average service resp
(IO times >236 - 1024 ms) Average service i
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Recommended Reading

IBM i wait accounting, Thread-level run-wait analysis by Dawn May
http://www.ibm.com/developerworks/ibmi/library/i-ibmi-wait-accounting/

IBM | wait accounting is a technology built into the operating system that can identify what
every thread or task is doing on the system when it is not using the processor. Wait accounting
Is a very powerful tool for performance analysis and problem determination. This article
describes wait accounting and explains how you can use it to troubleshoot performance

problems or to improve the performance of your applications.
© 2013 IBM Corporation ‘éA



| Wait

Figure 1: Run-wait time signature

4 Elapsed time
>

Wait time signature analysis

Figure 2: Run-wait time sighature components
< Elapsed time
Disk reads| Disk writes i Journal
locks
) 7
N
Focus on this!
© 2013 IBM Corporation ‘i‘
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Walit time signature analysis (2)

46

Disk page faults are those wait points that are related to faulting; page faulting on IBM i is often
normal and expected. Page faults occur when data from a disk must be brought into the main
storage but it was not explicitly read in. The disk page faults wait bucket can help you identify
whetherglour faulting might be excessive and what is causing it, which can then lead you to assess if
you need to take action to reduce the faulting rate. For example, you might need to adjust memory
pool sizes to keep frequently used data in memory. There are a variety of techniques that can be
used to optimize bringing data from disk into memory, which are beyond the scope of this article.

Disk non fault are explicit synchronous reads that are performed to bring data into the main store
from the disk. When the synchronous read operation is performed, the application will wait for the
read operation to complete. The disk non fault reads wait bucket can show you how much time your
application has spent on reading data from the disk and can help you assess whether that time Is
significant enough to consider application changes, such as asynchronous reads.

Disk sgace usaé.]e contention can occur when an object is created or extended, free disk space
has to be located to meet the request and there is some level of serialization that is associated with
that. Typically, you should see very little of this type of wait. If it is present in significant percentages,
it usually means that your application is performing a high rate of object
create/extend/truncate/delete operations. (Note that opening a DB2 file causes a create activity).
The size of the disk space requests is not important; it is the rate of the requests that is important.

Disk op-start contention can occur when a disk operation start is delayed due to a very high rate of
concurrent disk Oﬁeranons in progress at the moment it is requested. If you see this wait type, you
might need to look at the overall disk operations occurring to see if there are significant disk /O
inefficiencies that should be eliminated.

Disk writes are explicit synchronous writes that are performed to store data from the mainstore to
the disk. When the synchronous write operation is performed, the application waits for the write
operation to complete. The disk writes wait bucket can show you how much time your application
spends on writing data to the disk and can help you assess whether that time is significant enough
to consider application changes, such as asynchronous writes. However, this wait bucket also
includes waits that are related to waiting for asynchronous disk writes to complete.

Disk other wait is the catch-all grouping for all the other reasons that the system may wait for di
operations.
© 2013 IBM Corporation ‘ ‘ La
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